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ABSTRACT: Accurate vertical velocity retrieval from dual-Doppler analysis (DDA) is a long-standing problem of radar
meteorology. Typical radar scanning strategies poorly observe the vertical component of motion, leading to large uncer-
tainty in vertical velocity estimates. Using a vertical vorticity equation constraint in addition to a mass conservation con-
straint in DDA has shown promise in improving vertical velocity retrievals. However, observation system simulation
experiments (OSSEs) suggest this technique requires rapid radar volume scans to realize the improvements due to the vor-
ticity tendency term in the vertical vorticity constraint. Here, the vertical vorticity constraint DDA is tested with real,
rapid-scan radar data to validate prior OSSEs results. Generally, the vertical vorticity constraint DDA produced more ac-
curate vertical velocities from DDAs than those that did not use the constraint. When the time between volume scans was
greater than 30 s, the vertical velocity accuracy was significantly affected by the vorticity tendency estimation method. A
technique that uses advection correction on provisional DDA wind fields to shorten the discretization interval for the vor-
ticity tendency calculation improved the vertical velocity retrievals for longer times between volume scans. The skill of
these DDAs was similar to those using a shorter time between volume scans. These improvements were due to increased
accuracy of the vertical vorticity tendency using the advection correction technique. The real radar data tests also revealed
that the vertical vorticity constraint DDAs are more forgiving to radar data errors. These results suggest that vertical vor-
ticity constraint DDA with rapid-scan radars should be prioritized for kinematic analyses.

KEYWORDS: Vorticity; Radars/Radar observations; Variational analysis

1. Introduction

Dual-Doppler analysis (DDA) has been used as a tech-
nique to retrieve three-dimensional wind fields from radial ve-
locity observations from two radars for over 60 years. These
wind retrievals provided critical insight into mesoscale phe-
nomena such as ordinary convection (Mahoney 1988), light-
ning (Lang and Rutledge 2002), squall lines (Biggerstaff and
Houze 1993; Conrad and Knupp 2019), supercells (Brandes
et al. 1988; Kosiba et al. 2013; Betten et al. 2018), and hurri-
canes (Kosiba and Wurman 2014; Alford et al. 2019). DDA
typically retrieves the wind field using mass conservation and
radial velocity observations from two radars as constraints.
With adequate radar cross-beam angles, DDA can obtain the
horizontal wind components with sufficient accuracy for kine-
matic analysis, but errors in the retrieved vertical velocity can
be large (Doviak et al. 1976; Ray and Wagner 1976; Nelson
and Brown 1987; Matejka and Bartels 1998; Potvin et al.
2012a). The vertical component of motion is poorly sampled
by typical radar-scanning strategies due to the shallow eleva-
tion angles that are used. This means retrieved vertical veloc-
ity from DDA strongly depends on the mass conservation
constraint. Errors in the horizontal divergence accumulate

with height when integrating the mass conservation equation
upward, resulting in vertical velocity retrievals degrading with
height (Ray et al. 1980). Vertical velocity errors can also
come from boundary specification for the integration of the
mass conservation equation. The impermeability condition
(w 5 0 on a flat surface) is the simplest boundary condition to
impose; however, radar datasets often do not have data
extending to the ground due to scan geometry, ground clutter,
and Earth’s curvature. In such cases, large errors may occur if
a significant portion of the low-level horizontal wind diver-
gence is missing.

Various DDA techniques and methods have been devel-
oped to mitigate errors in vertical velocity retrievals. Brandes
(1977) set the horizontal divergence in the data void to some
fraction of the divergence at the lowest level with data. This
fraction, however, is arbitrary and the divergence at the low-
est data level may not be representative of the divergence in
the data void. Another technique is to set vertical velocity to
zero at the storm top and integrate downward. Ray et al.
(1980) show theoretically that downward integration of the
anelastic mass conservation equation accumulates less error
than upward integration due to density decreasing with
height, but they also state this benefit may be counteracted if
the upper boundary condition is inaccurate. This is often the
case as radar scans often do not reach storm top, and even if
they do, the assumption that vertical velocity is zero there
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may be invalid. Other techniques set an upper and lower
boundary condition when solving for vertical velocity (O’Brien
1970; Ray et al. 1980; Protat and Zawadzki 1999). These tech-
niques can be more successful than upward or downward inte-
gration alone, but issues with boundary condition specification
remain.

A different class of DDA obtains the wind field using a var-
iational approach (Gao et al. 1999; Shapiro et al. 2009). In
these retrievals, observation and mass conservation con-
straints serve as weak constraints applied in a least squares er-
ror sense (Sasaki 1970). As the mass conservation equation is
not explicitly integrated in this type of DDA, vertically com-
pounding errors and boundary-condition-specification errors
are mitigated. Observation simulation system experiments
(OSSEs) show that variational DDA techniques have better
vertical velocity retrievals than DDAs requiring integration
of the mass conservation equation (Potvin et al. 2012a). An-
other benefit of the weak-constraint variational approach is
that nontypical retrieval constraints are easier to implement
since the constraint does not have to be fully realized. An ex-
ample would be the vertical vorticity equation, which has
been used to improve vertical velocity retrievals (Shapiro et al.
2009). The vertical vorticity equation, like the mass conserva-
tion equation, connects vertical velocity to the horizontal
wind field. Studies using a vertical vorticity equation con-
straint in their DDAs found the constraint can improve verti-
cal velocity retrievals over DDA approaches not including the
constraint, though there are some difficulties (Potvin et al.
2012b; Dahl et al. 2019). The main difficulty is the required es-
timation of the vertical vorticity tendency term. This term
must be estimated using consecutive radar volume scans, so
when the time between radar volume scans is long, the verti-
cal vorticity constraint can significantly degrade the DDA
wind fields. However, in OSSEs it was found that the vertical
vorticity constraint can improve vertical velocity retrievals in
high-resolution when volume scan times are short (∼30 s) or
in cases with missing low-level data (Potvin et al. 2012b; Dahl
et al. 2019). Due to radar scanning limitations, these OSSE re-
sults have not been previously verified using real, rapid-scan
radar data, but advancements and proliferation of rapid-scan
radars has now made it possible to conduct such tests. This
study uses data from two rapid-scan mobile radars to evaluate
vertical velocity retrievals from DDA using a vertical vorticity
equation constraint. A third mobile radar that was vertically
pointing was used as the verification dataset. Section 2 de-
scribes the radars, data collection, and quality control. The
DDA methodology and experiment is presented in section 3.
The results are found in section 4, and the study is summa-
rized in section 5.

2. Data collection and quality control

a. Data collection

Tests of the vertical vorticity constraint DDA were per-
formed using volumes of data gathered at no more than
30-s intervals. Two radars from the Advanced Radar Research
Center (ARRC)}the rapid-scanning, X-band polarimetric radar

(RaXPol; Pazmany et al. 2013) and the Atmospheric Imaging
Radar (AIR; Isom et al. 2013; Kurdzo et al. 2017)}met this re-
quirement and were used to collect the dual-Doppler dataset for
this study. RaXPol is capable of collecting a 3608 azimuth scan in
2 s. The AIR is an X-band radar that transmits a 208 3 18 beam
and uses a 36-element array to collect 36 simultaneous channels
of receive data (Kurdzo et al. 2017). In a postprocessing step, dig-
ital beamforming is performed to obtain twenty 18 3 18 beams
in the vertical. Since the AIR obtains data in the vertical simulta-
neously, mechanical steering of the array in azimuth allows the
radar to collect a 208 3 1808 volume of data in as little as 9 s.
One trade off of the AIR’s unique design is that transmitting a
fan-beam distributes the pulse power over a wider area, which
limits the maximum range of the AIR to around 21 km due
to signal loss. In addition to the rapid-scan radars, the Shared-
Mobile Atmospheric Research and Teaching Polarimetric
Radar 1 (SR1-P; Biggerstaff et al. 2005) was used as a DDA
verification source. SR1-P, the newest in the series of mobile,
C-band radars, was completed in 2018. As a C-band radar,
SR1-P is less prone to attenuation, making it a good radar for
verification.

Data were collected for this study on 4 September 2018. On
this day, southerly flow throughout the depth of the tropo-
sphere in central Oklahoma (between a broad upper-level
ridge to the east and a trough associated with the subtropical
jet to the west) advected anomalously moist air into the re-
gion. Soundings from the National Weather Service site in
Norman, Oklahoma, showed high precipitable water content
suggestive of an almost tropical environment, along with con-
siderable instability; the 1200 UTC sounding showed no CIN,
and a CAPE value of 1068 J kg21, though peak instability in
the afternoon was likely much greater. The winds throughout
the depth of the troposphere were south to southwesterly at
20–30 kt (1 kt ≈ 0.51 m s21). The instability combined with
minimal vertical wind shear and high precipitable water led to
widespread ordinary convection over central Oklahoma. The
storm targeted for analysis initiated around 2100 UTC near
Chickasha, Oklahoma, and moved northward. For the next
hour, this storm grew in size as it moved through the dual-
Doppler domain. The storm began to dissipate around 2200 UTC
at the northern edge of the dual-Doppler lobe.

The mobile radar positions during data collection are
shown in Fig. 1. The AIR was positioned north of the target
storm and RaXPol was located 15.48 km at 121.668 from the
AIR. SR1-P was positioned in the dual-Doppler lobe, 12.35
and 14.76 km away from RaXPol and the AIR, respectively.
RaXPol began data collection at 2055 UTC and continued
scanning until 2159 UTC. The Nyquist velocity was 30.8 m s21

and the maximum unambiguous range was 37.5 km. Each vol-
ume scan consisted of 3608 plan position indicator (PPI) scans
at 13 elevation angles from 1 to 19.58 every 1.58. With this
scanning strategy, RaXPol collected a full volume of data
every 30 s. The AIR began data collection at 2120 UTC and
ended at 2209 UTC. The AIR’s Nyquist velocity was 25 m s21

and the maximum unambiguous range was 47.12 km; how-
ever, as previously mentioned, the AIR typically only obtains
returns out to about 21 km. The AIR performed 1658 sector
scans, obtaining a 208 3 1658 volume of data every 9 s. In
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postprocessing the data were oversampled in elevation to
0.58 beam spacing. SR1-P served as the verification point for
the vertical velocity retrievals, obtaining PPIs at 888 elevation
every 18 s. While 908 PPIs would have been optimal, radar ped-
estal constraints limited the maximum elevation angle to 888.
Additionally, the SR1-P periodically performed a 28 PPI to

remove rainwater from the radar antenna, creating occasional
gaps in the verification dataset. The SR1-P Nyquist velocity
was 12.8 m s21 the unambiguous range was 150 km. With the
described radar placement and scanning strategies, dual-radar
observations of the storm extended to 4.625 km above ground
level over the SR1-P. This limits our study to the verification of

FIG. 1. Radar reflectivity (dBZ) fromRaXPol at (a),(b) 2124:11, (c),(d) 2130:40, (e),(f) 2139:10, and (g),(h) 2148:10 UTC.
PPIs at 3.58 are shown in (a), (c), (e), and (g) and vertical cross sections derived from PPI scans at 240.588 are shown in (b),
(d), (f), and (h). RaXPol and the AIR were located at the red and blue circles, respectively. The position of SR1-P is repre-
sented by the black star. The area scanned by only RaXPol is shaded red and the area scanned by the AIR and RaXPol is
shaded violet.
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low-level vertical velocity, and likely the most intense vertical
velocities, which typically occur at higher altitudes, are not
retrieved at the SR1-P location. Despite this limitation, this
unique dataset allows us to test using a vertical vorticity equa-
tion in DDAs for the first time with a real, rapid scan radar
dataset. To our knowledge, the 4 September 2018 dataset is
one of the most rapidly scanned dual-Doppler datasets ever
collected.

b. Data quality control

The RaXPol data were quality controlled using the Solo3
software (Oye et al. 1995). This consisted of using Solo3’s des-
peckling algorithm and then removing the remaining radar ar-
tifacts through manual editing. There were also azimuthal
displacement errors in the RaXPol dataset, likely from an en-
coder issue. These displacements were sometimes large, often
over 18. Complicating matters, the azimuthal displacements
were not constant within the same sweep. Due to this unique
issue, an azimuthal displacement correction technique was
created that leveraged retrieved pattern translation components
from the Shapiro et al. (2010) spatially variable advection cor-
rection procedure to estimate azimuthal displacements. This
technique is described in the appendix.

The full AIR dataset consisted of 14 220 sweeps, too many
to manually edit. Therefore, the data were quality controlled
using automated routines. In the initial postprocessing of the
AIR data, a ground clutter filter was applied. This substan-
tially reduced the ground clutter in the AIR dataset, but some
remained. Ground clutter maps were created from the first
few volume scans when there was little observable precipita-
tion for the AIR. These clutter maps were then used to
remove the remaining ground clutter throughout the entire
dataset. The remaining speckles in the AIR dataset were
removed with the following routine. An approximately
600 m 3 600 m averaging region was centered on the radar
bin being analyzed. Then five time levels centered on the time
currently being quality controlled were considered. At each
time level, it was determined if greater than 30% of the aver-
aging region contained echoes. If fewer than three time levels
had greater than 30% echo coverage, the radar bin being
evaluated was considered a speckle and was removed. After
despeckling, bad radial velocity bins were still present. To
remove these, the same despeckling averaging region was
used. Bins with radial velocity differing by more than 5 m s21

from the region-averaged radial velocity were removed.
This procedure was highly tailored to this particular dataset,
and the thresholds used for this dataset would likely not be
applicable for other datasets, especially in more vigorous
convection.

The wind speeds associated with the target storm were not
high (∼10 m s21), and so neither the AIR nor RaXPol had
aliased velocities. The SR1-P did have some velocity aliasing
in the stronger downdrafts since it sampled the sum of particle
terminal fall velocity and the air vertical velocity. This aliasing
was easy identified as large positive vertical (i.e., upward) ve-
locities should not coincide with falling precipitation (at least
in this storm), so aliased velocities were identified by high

reflectivity and strong positive radial velocities. Additionally,
a high-bias in the SR1-P reflectivities needed to be corrected
so the reflectivities could be used to estimate terminal fall
velocity. The Weather Surveillance Radar-1998 Doppler
(WSR-88D; Crum and Alberty 1993; Crum et al. 1998) are
subject to calibration standards, so the KTLX (the closest
WSR-88D to the storm) radar reflectivity can be used as the
benchmark reflectivity for correcting this bias. KTLX was
63.86 km at 89.648 from SR1-P, but data from KTLX were too
coarse in elevation and time to be used for a direct compari-
son, so the KTLX reflectivities were first compared to the
RaXPol reflectivities. There was very little difference between
the KTLX and RaXPol reflectivities at common data times
around the SR1-P location, suggesting that the RaXPol reflec-
tivities were unbiased and unaffected by attenuation in the
vicinity of the SR1-P. The RaXPol reflectivities were then
compared to the SR1-P reflectivities to estimate and correct
the SR1-P reflectivity bias. This reflectivity bias was estimated
to be 13.59 dBZ.

3. DDA methods and experiment design

a. Description of vertical vorticity equation constrained
DDA

1) DDA CONSTRAINTS

The vertical vorticity equation constrained DDA used for
this study was developed by Shapiro et al. (2009) and modi-
fied by Potvin et al. (2012b) and Dahl et al. (2019). Only a
brief overview of this variational procedure is presented here.
In this procedure, observations, a mass conservation equa-
tion, a vertical vorticity equation, and spatial smoothness
are imposed weak constraints on the three-dimensional
wind field. Together, these constraints form the following
cost function:

J 5 JO 1 JM 1 JV 1 JS, (1)

where JO is the observational constraint, JM is the mass con-
servation constraint, JV is the vorticity constraint, and JS is the
smoothness constraint.

Specifically, the observation constraint is

JO 5 kO
∑
Cart

(Vobs
r1

2 Va
r1
)2 1 ∑

Cart
(Vobs

r2
2 Va

r2
)2

[ ]
, (2)

where Vobs
r1

and Vobs
r2

are the radial velocities from radar 1 and
radar 2 and Va

r1
and Va

r2
are radial velocities calculated from

the analysis wind field for radar 1 and radar 2. Since this study
uses rapid-scan radar data and the largest volume scan time in
the dataset is 30 s, no correction for the scan rate of the radar
is made when calculating this penalty term. The product of a
nondimensional constraint weight and normalization factor
kO is defined as

kO 5 CO

1
M1 1 M2

( ) ∑
Cart

(Vobs
r1

)2 1 ∑
Cart

(Vobs
r2

)2
[ ]{ }21

, (3)
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where CO is the nondimensional user-defined constraint
weight andM1 andM2 are the number of radial wind observa-
tions from radar 1 and radar 2.

The anelastic mass conservation constraint is

JM 5 kM
∑
Cart

ua

x
1

y a

y
1

wa

z
1

wa

r

dr
dz

( )2
, (4)

where u, v, w, are the x, y, and z wind components and r is
density, determined by

rz 5 roexp 2
z
H

( )
: (5)

For this application, the scale height of the atmosphere H is
set to 10 km, and ro, which is the density at z5 0, is 1 kg m23.
The weighting parameter kM is defined two different ways de-
pending on the available data. When no provisional wind
analysis is available, the mass conservation term is normalized
by the azimuthal gradients in radial velocity,

kM 5 CM

1
M1 1 M2

( ) ∑
Cart

1
r1

Vobs
r1

u

( )2
1

∑
Cart

1
r2

Vobs
r2

u

( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⎧⎪⎪⎪⎨⎪⎪⎪⎩ ⎫⎪⎪⎪⎬⎪⎪⎪⎭

21

,

(6)

where r1 and r2 are the distances of radars 1 and 2, u is azi-
muth from the location of the observation, and CM is the user
selected nondimensional weighting parameter. When there is
a provisional analysis available, the constraint is normalized
with the horizontal divergence in the provisional analysis so

kM 5 CM

1
N

( ) ∑
Cart

up

x
1

y p

y

( )[ ]2⎧⎪⎪⎪⎨⎪⎪⎪⎩ ⎫⎪⎪⎪⎬⎪⎪⎪⎭
21

, (7)

where N is the number of analysis points in the analysis grid
domain and up and y p are the provisional analysis x and y
components of the wind. In this study, provisional analyses
are initial DDAs that do not have a vorticity constraint and
have unoptimized constraint weighting.

For the vorticity equation constraint, the anelastic form of
the vertical vorticity equation with no mixing terms [Eq. (1.4)]
is used:

JV 5 kV
∑
Cart

z

t
1 ua

za

x
1 y a z

a

y
1 wa z

a

z

[
1

y a

z
wa

x
2

ua

z
wa

y

( )
1 zada

]2
, (8)

where z is vertical vorticity, z 5 y/x 2 u/y, and d is hori-
zontal divergence, d 5 u/x 1 y/y. As noted in Shapiro
et al. (2009), although baroclinicity can be very important in
mesoscale convective flows, the baroclinic vorticity generation
term is much more important in the horizontal vorticity equa-
tion than in the vertical vorticity equation, and is not even
present in the anelastic form of the vertical vorticity equation.
The calculation of the vorticity tendency term z/t requires a
provisional wind analysis. Therefore,

kV 5 CV

1
N

( ) ∑
Cart

z

t
1 up

zp

x
1 yp

zp

y
1 zpdp

( )2[ ]{ }21

, (9)

where CV is the user selected nondimensional weighting
parameter.

Finally, the smoothness constraint is

JS 5 kS1

∑
Cart

2ua

x2

( )2
1

2ua

y2

( )2
1

2y a

x2

( )2
1

2y a

y2

( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1 kS2

∑
Cart

2ua

z2

( )2
1

2y a

z2

( )2[ ]
1 kS3

∑
Cart

2wa

x2

( )2
1

2wa

y2

( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1 kS4

∑
Cart

2w
z2

( )2
: (10)

As in Potvin et al. (2012b) and Dahl et al. (2019), all DDAs
were calculated with kS1

5 kS2
5 kS3

5 kS4
5 kS. As with the

mass conservation constraint, the nondimensionalization for
this constraint depends on whether a provisional analysis
available, so

kS 5 CS

1
M1 1 M2

( ) ∑
Cart

1
r1

2Vobs
r1

u2

( )2
1

∑
Cart

1
r2

2Vobs
r2

u2

( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⎧⎪⎪⎪⎨⎪⎪⎪⎩ ⎫⎪⎪⎪⎬⎪⎪⎪⎭

21

,

(11)

if there is no provisional analysis and

kS 5 CS

1
N

( )∑
Cart

2up

x2

( )2
1

2up

y2

( )2
1

2up

z2

( )2⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣⎧⎪⎪⎪⎨⎪⎪⎪⎩
1

2y p

x2

( )2
1

2y p

y2

( )2
1

2y p

z2

( )2⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⎫
⎪⎪⎪⎬⎪⎪⎪⎭
21

, (12)

if a provisional analysis is available, where CS is a user se-
lected nondimensional weighting parameter.

One may notice that (7), (9), and (12) do not include w in
the normalization factors. The potential for large errors in w
in the provisional retrievals (which is the problem the vortic-
ity constraint DDA is used to mitigate) precludes the use of
w in the normalization. The normalization factors are in-
cluded in the constraints to reduce tuning required for the
constraints’ nondimensional weights. However, even with
normalization, tuning can be necessary to obtain the most ac-
curate DDAs. For this study, CO 5 1, CM 5 0.001, and
CS 5 0.0001 were used for all provisional DDAs (there is no
vorticity equation constraint in the provisional DDAs so
CV is not applicable), and CO 5 1, CM 5 0.3, CV 5 0.1, and
CS 5 0.0001 for the analysis DDA runs. For final DDAs that
do not use the vorticity equation constraint, the values of CO,
CM, and CS remain the same as those with the vorticity con-
straint. The values chosen for the provisional DDA were the
same as those used in Dahl et al. (2019), since these values
produced good provisional retrievals. The weights for the final
DDA were modified from those used in Dahl et al. (2019) as
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the vorticity equation constraint required more weight in or-
der to affect the wind retrievals in the current case.

2) VORTICITY TENDENCY CALCULATION

The calculation of the vorticity tendency underpins the
need for rapid-scan radar for DDAs that use the vertical vor-
ticity constraint. Wind fields from consecutive analysis times
are needed to calculate this time-tendency term. Potvin et al.
(2012b) and Dahl et al. (2019) used consecutive provisional
DDAs for the vorticity tendency calculation. Provisional
DDAs can be used for this calculation as the u and y compo-
nents in even basic DDAs techniques are well constrained by
the observations. Even with accurate provisional retrievals,
however, when the time between two provisional analyses is
large, discretization errors in the vorticity tendency increase,
degrading the performance of the DDA.

The calculation of the vorticity tendency occurs outside of
the DDA retrieval and the field is included as input for the
DDA program. Therefore, the vorticity tendency remains
constant throughout the minimization of (1). Tests are con-
ducted using three different vorticity tendency calculations.
The first is a simple centered difference of the vorticity fields
from provisional retrievals from the volume scans directly be-
fore and after the analysis time so that

z

t
(x, ta) 5 zp(x, ta 1 t) 2 zp(x, ta 2 t)

2t
, (13)

where t is the time between volume scans (referred to as a
“brute force” approach). This technique is most susceptible to
discretization error when t becomes large, but Dahl et al.
(2019) found that when t is sufficiently small (∼10–30 s) (13)
provides estimates of the vorticity tendency that are accurate
enough to improve vertical velocity retrievals over DDAs
that do not include a vorticity constraint. However, the verti-
cal velocity retrievals became significantly degraded when t

exceed 30 s.
The second method is the u and y advection correction

method first used by Dahl et al. (2019). In this method, the
Shapiro et al. (2010) two-dimensional (2D) advection correc-
tion procedure is applied to the u and y fields from the provi-
sional retrievals to shorten the discretization interval of the
centered difference of the provisional vorticity fields so that

z

t
(x, ta) 5 z(x, ta 1 Dt) 2 z(x, ta 2 Dt)

2Dt
, (14)

where Dt is the computational time step used in the advection
correction procedure. Dahl et al. (2019) found this method
produced the most consistent DDA vertical velocity results as
it had less degradation of the w field with increasing volume
scan time. However, when t was increased to 150 s, this
method still produced less accurate w fields than DDAs that
did not use the vorticity equation constraint. Since this
method uses two-dimensional advection correction, the ad-
vection correction is conducted separately on each level in the
analysis domain. This has the potential to create vertical dis-
continuities in the calculated vorticity tendency. These errors

would be exacerbated with larger t as smaller changes in the
pattern translation components can lead to larger horizontal
displacement error than when t is small.

The third method uses a three-dimensional (3D) advection
correction procedure similar to the 2D procedure (Gebauer
2020). This procedure has not been used to calculate the vor-
ticity tendency, but since the whole analysis volume is cor-
rected at once it should not be subject to the discontinuity
errors that can occur with the 2D technique. One downside of
using the 3D advection correction technique is the additional
data loss at the top and bottom of the data coverage area
leads to the vorticity constraint being applied at fewer loca-
tions, as the constraint can only be applied where the vorticity
tendency can be estimated.

3) RETRIEVAL PROCEDURE

The variational dual-Doppler procedure begins with the
gridding of the RaXPol and AIR data with a Cressman filter
(Cressman 1959). For this study, the dual-Doppler analysis
was conducted at 125-m resolution in all dimensions and a
400-m Cressman radius was used. After the RaXPol and AIR
data are gridded, a two-pass Leise filter (Leise 1982) is ap-
plied. This technique was found to produce more accurate
gridded datasets than using a larger Cressman radius
(Dahl et al. 2019). Provisional DDAs were conducted in a
30 km 3 30 km 3 7 km domain, but the final analyses were
conducted in a 25 km 3 25 km 3 7 km domain (Fig. 2). The
reduced horizontal extent in the analysis domain is due to
data loss at the edges of the domain when advection correc-
tion is used to calculate the vorticity tendency. After applica-
tion of the Leise filter, provisional DDAs with no vorticity
equation constraint are conducted. If the final dual-Doppler
retrieval does not contain a vorticity equation constraint (i.e.,
running the variational procedure described above with
Cy 5 0) then the provisional retrieval is only performed for
the analysis time. This provisional retrieval is used to calculate
the normalization factor for the mass conservation constraint.
If a vorticity equation constraint is applied, provisional re-
trievals are conducted for the analysis time ta and also for the
t 2 t and t 1 t times. These provisional retrievals are used for
the vorticity tendency calculation, and the analysis time provi-
sional retrieval is also used to calculate the normalization
factors for the mass conservation and vertical vorticity con-
straints. Once the provisional retrievals are obtained and the
vorticity tendency is calculated using one of the three meth-
ods described above, the final analysis time DDA is per-
formed. Since this is a variational retrieval, the procedure
obtains winds for the entire analysis domain, including regions
where there are no radar data. However, only regions with
data from both radars and cross-beam angles greater than 158
are considered in the final analyses.

b. Experiment design

1) REFERENCE DDAS

Since this study aims to determine if the vorticity equation
constrained DDA improves estimates of the vertical velocity
field, reference retrievals that do not use the vorticity equation
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constraint are needed for comparison. Two different techniques
are used as a reference. The first is the previously described var-
iational DDA with no vertical vorticity constraint. The second
is a “traditional” DDA that directly integrates the anelastic
mass conservation equation with the divergence in the data
void set to a fraction of the divergence at the lowest level with
data (Brandes 1977). Specifically, the traditional DDA used
here is the same as Dahl et al. (2019). The divergence in the
data void is set to 0.8 times the divergence at the lowest level;
however, due to the storm’s proximity to the radars in this par-
ticular dataset, the low-level data voids are minimal and this pa-
rameter does not have a significant effect on the retrievals.

2) VORTICITY EQUATION CONSTRAINED DDAS

Based on the previous OSSEs (Dahl et al. 2019), the rapid-
volume scans of the AIR and RaXPol are ideal for using the

vorticity constraint DDA, but it is also important to evaluate
how the DDA performs with longer times between volume
scans when real data are used. One can test the impact of
the time between volume scans on the DDA by varying t for
the calculation of the vorticity tendency from the provisional
retrievals. For example, vorticity constraint DDAs with 90 s
between volume scans can be tested by calculating the vortic-
ity tendency from the provisional retrievals 90 s before and
after the analysis time. It is important to note these results
will not include advection errors that would occur with longer
volume scan times since the true volume scan time for the
data that were used for the provisional DDAs is still 30 s for
RaXPol and 9 s for the AIR.

The vorticity constraint DDAs were performed for t of 30,
90, and 150 s using each of the three methods for calculating
the vorticity tendency described in section 3a(3). The DDAs
were run using the 4 September 2018 dataset from 2121:11 to
2148:10 UTC. A summary of the 11 DDA experiments and
their names is shown in Table 1.

3) VERIFICATION

In DDA OSSEs, the verification is often restricted to com-
paring the retrieved wind field to the simulated wind field
used to generate the emulated radar observations (“truth”).
Unfortunately, the use of real-radar data for this study makes
the verification of the DDAs more complicated as the “truth”
has to come from observations. It is particularly challenging
to verify w as observations of vertical motion are uncommon
and when they are available, they often only provide a profile
at a single location. The only observations available for verifi-
cation of w for this study come from the SR1-P. Since there is
only one verification source for w, the verification of the
DDAs is conducted over multiple scans to assess the perfor-
mance of the retrieval for different sections of the storm as it
passes over the SR1-P. Since the scan geometry for the verifi-
cation point is static, it is impossible to assess how retrieval
performance varies with cross-beam angle and vertical data
availability.

The use of a vertically pointing radar as a verification
source has its own difficulties. The SR1-P, with a beamwidth
of 1.58, has a smaller effective horizontal resolution than the
DDAs. This could potentially be a source of differences

FIG. 2. Provisional DDA domain (dashed border) and final anal-
ysis DDA domain (solid border). The location and scanning area
of the AIR is shown in blue and the location and scanning area of
RaXPol is in red. The black star is the location of SR1-P.

TABLE 1. Names and descriptions of the dual-Doppler experiments performed for this study.

Name Variational technique? Vorticity constraint? Vorticity tendency calculation Time between volume scans (s)

TRAD No No } }

NOVORT Yes No } }

30s_BF Yes Yes Brute force 30
90s_BF Yes Yes Brute force 90
150s_BF Yes Yes Brute force 150
30s_2dADV Yes Yes 2D ADV correction 30
90s_2dADV Yes Yes 2D ADV correction 90
150s_2dADV Yes Yes 2D ADV correction 150
30s_3dADV Yes Yes 3D ADV correction 30
90s_3dADV Yes Yes 3D ADV correction 90
150s_3dADV Yes Yes 3D ADV correction 150
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between the retrieved and observed vertical velocities, espe-
cially if there is a tight horizontal gradient in the vertical ve-
locity as that location. Additionally, the SR1-P was not
completely vertically pointing (888 PPI instead of 908 tilt) so
the radial velocities have a small contribution from the hori-
zontal wind components. To mitigate these potential biases,
the radial velocities from the entire 18-s PPI are averaged to
reduce the influence from the horizontal wind components

and to make the effective resolution of the measurements
closer to that of the DDAs. The terminal fall velocity must be
removed from the radial velocities in order to use the SR1-P
as verification for w. The terminal velocity wt (Fig. 3) is ob-
tained using an empirical relationship from Atlas et al. (1973),

wt 5 aZb ro
r

( )0:4
, (15)

FIG. 3. SR1-P (a) reflectivity, (b) dealiased radial velocities, (c) terminal fall velocity calculated
from (15) using the bias corrected SR1-P reflectivity, and (d) resulting observed vertical veloci-
ties after the terminal fall velocity was removed from the radial velocities. For (a) the contour in-
terval is 5 dBZ and for (b), (c), and (d) the contour interval is 1 m s21 with negative values
shown with dashed contours. SR1-P was located 405 mMSL.
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with a 5 22.65 and b 5 0.114, where wt is in m s21 and Z is
reflectivity in mm6 m23. The relationship is meant for liquid
drops and is not applicable at the melting level due to bright
banding or above the freezing level for frozen precipitation,
so the SR1-P data will only be used for verification below
4.5 km MSL, approximately 300 m below the freezing level.
Dual-radar coverage only extends to 5 km at this location, so
500 m of DDA vertical velocities is unable to be quantitatively
verified due to this restriction. Using (15) to estimate wt introdu-
ces uncertainty into the w observations as (15) is only accurate
to within 1 m s21 for reflectivity less than 40 dBZ (Atlas et al.
1973). The increased uncertainty is due to the wide range of rain
drop size distributions producing low reflectivity, from a large
number of small drops (e.g., drizzle) to a small number of large
drops at the edge of a convective storm. There is also uncer-
tainty in the SR1-P reflectivity due to the bias described in
section 2b. For all of these reasons, verification of the w retriev-
als at the SR1-P location focuses on the statistics plotted in
Taylor diagrams (Taylor 2001). A Taylor diagram uses the rela-
tionship between centered root-mean-square error (CRMSE),
correlation coefficient, and standard deviation to show them on
one image. Since the mean of the data is irrelevant in these met-
rics, they are unaffected by a systematic bias in the observed w
data from the terminal fall velocity calculation. The choice of
terminal fall speed calculation could still affect the Taylor dia-
gram statistics due to the nonlinear relationship between reflec-
tivity and terminal fall speed, but such effects were found to be
negligible in experiments with other terminal fall speed rela-
tionships as CRMSEs only varied 0.02 m s21 (not shown).

These statistics were calculated at the SR1-P verification
column for the entirety of each DDA experiment. The SR1-P

data were linearly interpolated to the same time–height grid
used in the DDA. Times and heights that had no w estimate
in any one of the DDA experiments were not included in the
calculations of these statistics for any of the DDAs (0.8% of
the time–height verification points). This was done so no ex-
periment was rewarded or penalized for performing a w re-
trieval where another experiment could not.

4. Results

a. Qualitative verification at SR1-P location

The TRAD and NOVORT DDA w are very similar to
each other at the SR1-P verification point (Fig. 4). This is not
surprising since there is a minimal data gap near the ground
in this dataset, so the variational approach does not gain
much of an advantage over the traditional approach. Both
DDAs retrieve updrafts at 2130 and 2147 UTC. The SR1-P
verification w also depicts updrafts at these times; however,
they are much weaker than the updrafts retrieved by the
TRAD and NOVORT DDA. The TRAD and NOVORT
DDAs also do not resolve the updraft at 2136 UTC, but at
that time the verification column is at the edge of the detected
radar echoes from the mobile radars, which is expected to de-
grade the retrieval. The TRAD and NOVORT DDAs are not
adept at resolving the structure of the vertical motion. For
example, near 2130 UTC, the SR1-P observed an updraft
that was either tilted or descending with time, while DDA
retrieved a more vertically oriented updraft with constant
depth.

The amplitudes of the updrafts retrieved with the 30s_BF
DDA are closer to the SR1-P observations and the vertical

FIG. 4. Vertical velocities retrieved by the (a) TRAD and (b) NOVORT DDAs at the SR1-P
verification column for the entire DDA time period. The black contour interval is 1 m s21 with
negative values shown with dashed contours. Areas shaded in gray are locations where no verti-
cal velocity retrieval could be performed due to lack of data from one or both input radars.
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velocities also have more detail than those retrieved with the
TRAD and NOVORT DDAs (Fig. 5a). One troubling detail
in the 30s_BF results is the 2136 UTC large amplitude down-
draft occurring above 3 km. The SR1-P observes an updraft at
this time and location so this downdraft is a large error. This
observed updraft is the same feature that the TRAD and
NOVORT DDAs both were unable to correctly retrieve,
likely from the proximity to the edge of data. The proximity
to the edge of data is particularly important with the vorticity
constraint DDAs as regions close to data voids may not have
estimates of the vorticity tendency due to missing data. With-
out vorticity tendency, the vorticity constraint cannot be used
at such locations. Indeed, it was found that no vorticity con-
straint is applied to the points above 3 km at 2136 UTC for
vorticity constraint DDAs. The constraint is also not applied
to points above 3 km at the end of the DDA period (after
2147 UTC) for similar reasons.

The 90s_BF and 150s_BF experiments highlight how longer
volume scan times can degrade w retrievals when using a vor-
ticity constraint (Figs. 5b,c). Large amplitude updrafts are re-
trieved after 2130 UTC with large amplitude downdrafts
afterward. The vertical velocities after 2142 UTC also deviate
from those observed by the SR1-P. Interestingly, although the
90s_BF and 150s_BF DDAs generally perform worse than

the 30s_BF DDAs, there are a few times where they perform
better than the 30s_BF DDA. The 90s_BF and 150s_BF
DDAs are particularly skillful at retrieving the small down-
draft feature surrounded by updraft after 2127 UTC, and they
do not have the large amplitude downdraft around 2136 UTC.
This shows the uncertainty with using the brute force tech-
nique for calculating the vorticity tendency with longer times
between volume scans.

When the 2D advection correction method is used for cal-
culating the vorticity tendency with 90 s between volume
scans, the high-amplitude updrafts and downdrafts that were
present in the 90s_BF are no longer present and the w struc-
tures are much improved (Fig. 6b). The region above 3 km at
2136 UTC has the incorrect downdraft in all 2DADV DDAs.
The proximity to the edge of the data is a larger issue when
using advection correction because the procedure can result
in loss of data at the edges of the data coverage area. The up-
draft at 2147 UTC is too weak in all 2D advection correction
DDAs. On the other hand, the structure of the retrieved up-
draft at 2130 UTC is impressive when 2D advection correc-
tion is used, especially in the 90s_2DADV DDA. The 2D
advection correction technique for the vorticity tendency cal-
culation was not able to correct the strong updraft–downdraft
pair in the 150-s DDA between 2130 and 2133 UTC (Fig. 6c),

FIG. 5. As in Fig. 4, but for the (a) 30s_BF, (b) 90s_BF, and 150s_BF DDAs.

J OURNAL OF ATMOS PHER I C AND OCEAN I C TECHNOLOGY VOLUME 391600

Brought to you by UNIVERSITY OF OKLAHOMA LIBRARY | Unauthenticated | Downloaded 03/28/23 08:03 PM UTC



suggesting the 2D advection correction technique is still
not providing an accurate enough estimate of the vorticity
tendency.

Using the 3D advection correction technique for calculating
the vorticity tendency does not result in large changes in
the w at the verification column in the 30s_3DADV and
90s_3DADV DDAs (Figs. 7a,b). It does, however, improve
the 150 s volume scan DDA as the large amplitude updraft–
downdraft pair is no longer present and the retrieved w looks
similar to that in the 90s_3DADVDDA (Fig. 7c).

b. Objective verification at the SR1-P location

The TRAD and NOVORT experiments had the largest
CRMSE out of all of the DDAs experiments (Fig. 8). Inter-
estingly, TRAD and NOVORT also had the highest correla-
tion coefficient, but the CRMSE is high because the standard
deviation of the retrieved w was much larger than the SR1-P
observed standard deviation. This indicates the main errors in
the TRAD and NOVORT DDAs are due to inflated ampli-
tudes of the retrieved w. The 30s_BF DDA has a lower
CRMSE than the TRAD and NOVORT DDAs. This reduc-
tion in CRMSE is mostly due to improvements in the ampli-
tude of w as the standard deviation is closer to the observation
standard deviation, but the correlation coefficient is lower

than the TRAD and NOVORT DDAs. The lower correlation
coefficient is mostly due to the downdraft above 3 km at
2136 UTC (Figs. 5, 6, 7). The 90s_BF and 150s_BF have a
larger CRMSE then the other vorticity constraint DDA ex-
periments. Even so, the verification statistics for the 90s_BF
and 150s_BF likely overestimate the skill of those retrievals as
the large amplitude updrafts after 2130 UTC are not included
in this verification due to missing SR1-P data. When advection
correction is used for calculating the vorticity tendency, the
90- and 150-s DDAs have verification statistics similar to the
30s_BF DDA. The 90s_3DADV and 150s_3DADV DDAs
have slight improvements in CRMSE over the 90s_2DADV
and 150s_2DADV DDAs, respectively, but these improve-
ments are smaller than the improvements of retrievals with
that use 2D advection correction over those without advec-
tion correction. Using advection correction for the 30-s
volume scan experiments resulted in the CRMSE slightly in-
creasing, suggesting advection correction for 30 s between
volumes scans for this case is unnecessary and can hurt the
DDA performance.

The qualitative verification showed the vorticity constraint
DDA performed poorly when the verification column was
close to a data void and the vorticity constraint could not be
applied. Therefore, including these times and locations when

FIG. 6. As in Fig. 4, but for the (a) 30s_2DADV, (b) 90s_2DADV, and 150s_2DADVDDAs.

G E BAUER E T A L . 1601OCTOBER 2022

Brought to you by UNIVERSITY OF OKLAHOMA LIBRARY | Unauthenticated | Downloaded 03/28/23 08:03 PM UTC



calculating the objective verification statistics may not rep-
resent the true skill of the vorticity constraint. If only the
times and locations where the vorticity constraint is applied
are used for the objective verification, the CRMSE is lower
and the correlation coefficient increases for the vorticity
constraint DDAs (Fig. 9). For the TRAD and NOVORT
DDAs the CRMSE increases when the “no vorticity con-
straint points” are excluded. This suggests the improve-
ments in CRMSE and correlation coefficient in the vorticity
constraint DDAs are not merely due to the change in the
sample of the verification points used for the calculation.
While not shown in the present manuscript, these DDA ver-
ification results were similar when the DDAs were per-
formed at 250-m resolution.

c. Domainwide KTLX verification

The SR1-P observations were the only observations of ver-
tical velocity that could be used to verify the DDA vertical ve-
locities, but the KTLX radial velocities can be used to assess
DDA skill across the entire domain. Since KTLX scans with
low elevations angles and was directly east of the storm, this
verification mostly represents the DDAs’ skill in retrieving
u component of the wind. This verification is useful for
quantifying differences in the horizontal winds between the

retrievals and ensuring the vorticity constraint is not de-
grading the horizontal winds. The KTLX radial velocities
were gridded at the same horizontal resolution as the
DDAs, but on conical surfaces for each KTLX sweep using
a Cressman filter with a 1-km Cressman radius. Each sweep
was gridded separately due to the longer scan times of
KTLX. For each KTLX sweep, the radial velocities that
would be observed by KTLX for the DDA wind field at the
time closest to the KTLX sweep time were calculated. The
RMSE between the KTLX-observed radial velocities and
the calculated radial velocities from the DDA retrievals was
determined for the entire DDA time period for each DDA
experiment.

All experiments had a radial velocity RMSE between 2.085
and 2.172 m s21 (Table 2). These minimal differences are ex-
pected and consistent with the Potvin et al. (2012b) OSSE re-
sults, as the horizontal wind field is not strongly affected by
including a vorticity constraint since the horizontal winds are
well constrained by observations.

d. Domainwide analysis of retrieved vertical velocity

Though there is no verification source for w across the do-
main, it is useful to compare the w field between the different
DDA experiments. One feature that is very apparent in

FIG. 7. As in Fig. 4, but for the (a) 30s_3DADV, (b) 90s_3DADV, and 150s_3DADVDDAs.
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comparison is vorticity constraint DDAs have more spatial
variability in w than the TRAD and NOVORT DDAs
(Fig. 10). The tilting term in the vorticity equation explains
this. Because horizontal gradients in w are present in that
term, creating gradients in w is one way to balance the vortic-
ity tendency.

Another feature that stands out is an excessively strong
downdraft retrieved in the TRAD and NOVORT DDAs
around 2130 UTC in the southwest region of the storm
(Figs. 10a–d). The peak velocity of this downdraft is 48.84 m s21

in the NOVORT DDA and 51.44 m s21 in the TRAD DDA.
These values are unrealistic for the environment that the storm
developed in and are likely the result of a radar data observation
error. After review, it was found that the RaXPol data likely
had sidelobe contamination in this region of the storm that artifi-
cially enhanced divergence. This error, however, was serendipi-
tous, revealing another advantage of the vorticity constraint
DDA. The vorticity constraint DDAs did not produce the exces-
sive downdraft seen in the TRAD and NOVORT DDAs
(Figs. 10e,f). This indicates that the vorticity constraint may help
to reduce w retrieval error when observation errors are present.
As this study demonstrates, even with extensive quality control,
radar data errors can remain in a dataset. This feature of using a
vorticity constraint would be difficult to discover in an OSSE
framework.

e. Comparing vorticity tendency calculations

The accuracy of the vorticity tendency calculation is critical
for accurate vertical velocity retrievals using the vorticity con-
straint DDA. Analysis of the vorticity tendency estimates us-
ing the different techniques described in section 3a(3) can
provide insights into the significant skill difference in the w re-
trievals. At the verification column, the 90s_BF and 150s_BF
DDAs have lower estimates of the vorticity tendency magni-
tude than the other methods, and the magnitudes of the
vorticity tendency in these DDAs are more constant through-
out the entire period (Fig. 11). The 30s_BF DDAs have mag-
nitudes of the vorticity tendency similar to those obtained in
the advection correction DDAs, which suggest that 30-s vol-
ume scans are rapid enough to use the brute force technique
for this dataset. The 90s_BF and 150s_BF vorticity tendencies
significantly deviate from the magnitudes of the vorticity ten-
dency of other techniques between 2130 and 2133 UTC and

FIG. 8. Taylor diagram for the DDA experiments. Correlation
coefficient is the angular coordinate, standard deviation (m s21) is
the range coordinate, and CRMSE (m s21) is represented by the
green contours. The observation standard deviation is shown with
the magenta arc. The markers for the TRAD and NOVORT
DDAs are a black diamond and square, respectively. The 30-s
DDAs are represented by a cross, 90-s DDA by a circle, and
150-s DDAs by an 3. The technique for calculating the vorticity
tendency is represented by color, with black markers for the brute
force DDAs, blue markers for the 2D advection correction DDAs,
and red markers for the 3D advection correction DDAs.

FIG. 9. As in Fig. 8, but only for the times and locations that have the
vorticity constraint applied.

TABLE 2. Radial velocity RMSE (m s21) from the KTLX
observations for all DDA experiments.

Expt RMSE

TRAD 2.172
NOVORT 2.163
30s_BF 2.107
90s_BF 2.085
150s_BF 2.091
30s_2dADV 2.136
90s_2dADV 2.126
150s_2dADV 2.119
30s_3dADV 2.135
90s_3dADV 2.123
150s_3dADV 2.124
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after 2145 UTC. These time periods are also when these DDAs
produce their most inaccurate vertical velocity retrievals, with
errors exceeded those in the TRAD and NOVORTDDAs.

Profiles of the vorticity tendency at 2131:40 UTC at the ver-
ification column change little with height in the 90s_BF and
150s_BF experiments while the other methods show much
larger vertical variations (Fig. 12). The largest spread in the

vorticity tendency occurs above 3.5 km. The 150s_2DADV
appears to underestimate the magnitude of the vorticity ten-
dency above 3.5 km, and at this time this DDA produces an
excessively strong updraft at the verification column. It is en-
couraging that the advection correction methods for calculat-
ing the vorticity tendency produced tendencies similar to the
30s_BF when volume scan times were 90 and 150 s. This

FIG. 10. (left) Retrieved vertical velocity at 2130:10 UTC from the (a) TRAD, (c) NOVORT,
and (e) 90s_VORT_3DADV DDAs at 3.03 km MSL and (right) horizontal cross sections of re-
trieved vertical velocity at x523.5 km for the (b) TRAD, (d) NOVORT, and (f) 90s_VORT_3-
DADV DDAs. The black line in (a), (c), and (e) shows the location of the cross section for
(b), (d), and (f).
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indicates that these techniques may enable the vorticity con-
straint DDA to be applied to datasets with slower volume
scans rates than those suggested by Dahl et al. (2019). Of
course, this was not a complex storm; these results may not
hold for a storm with a stronger and more variable wind field.

5. Summary

The results of this study suggest a vertical vorticity equa-
tion constraint DDA can improve vertical velocity retrievals
under the right conditions. This is consistent with prior
OSSEs (Potvin et al. 2012b; Dahl et al. 2019), though the im-
provements in OSSE studies occurred in situations with sub-
stantial depths of missing low-level data. In this real-data
test there was not a large data gap between the lowest level
of data availability and the ground, indicating the vertical
vorticity equation constraint can provide value even in the
best data availability scenarios. This is likely due in part to
the vorticity constraint DDA being more forgiving to obser-
vational errors. On the other hand, the vorticity constraint
DDA is prone to large errors close to data voids where the vor-
ticity tendency cannot be estimated. Therefore, caution should
be used when interpreting results close to data voids, and it may
be prudent to exclude these regions from the final analysis.

The time between volume scans had a significant impact on
vertical velocity retrievals when basic centered differencing
(brute force technique) was used for calculating the vorticity
tendency. Compared with the TRAD and NOVORT DDAs,
the brute force technique produced more accurate w retrievals
with volume scans 30 s apart but resulted in larger errors with
volume scans 90 or 150 s apart. Using an advection correction

method to calculate the vorticity tendency with volume scans
90 or 150 s apart yielded vorticity tendency estimates closer to
those produced by the 30 s brute force method, substantially
improving the w retrievals for those scan rates. Generally, us-
ing 3D advection correction produced slightly better results
than using 2D advection correction, although this improve-
ment was much less than the improvement of 2D advection
correction over brute force estimation for longer scan times.
The 30-s volume scan DDAs did not improve when using ad-
vection correction, potentially because there was not much
possible improvement in the vorticity tendency estimate from
the brute force estimates. The vorticity constraint DDAs ap-
peared to be less sensitive to radar data errors than DDAs
that did not impose a vorticity equation constraint. Sidelobe
contamination in the radar dataset caused the TRAD and
NOVORT DDAs to produce unrealistic downdrafts while the
vorticity constraint DDAs did not. This new finding highlights
why OSSE study results should always by followed be real-data
tests, as this feature would be difficult to identify in an OSSE.

Finally, while the results of this study provide further
support for including the vertical vorticity constraint in
DDA, this is the first study to test the procedure with real,
rapid-scan radar data. This study was limited to verifying
low-level vertical velocity from the DDAs and future real-
data studies will need to address how the vertical vorticity
constraint DDAs perform at higher altitudes where vertical
velocities are typically most intense. Additionally, future
real-data tests should be conducted with different storm
types and environments to see how well this studies’ results
generalize. This is particularly important for determining
the volume scan time needed for accurate retrievals as

FIG. 11. Average magnitude of the vorticity tendency at the SR1-P verification column.
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different storms types may generate vorticity at varying time
scales. The skill of the vorticity constraint DDA could also be de-
pendent on the vertical wind shear present in the environment,
as this impacts vertical vorticity generation due to tilting. Overall,
the vorticity constraint DDA is a promising technique that is well
suited to leverage the proliferation of rapid-scan radars.
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made to incorporate the techniques described in this study
into PyDDA (github.com/openradar/PyDDA). The advection
correction code used in this study is available at github.com/
jgebauer44/ADV_Cor.

APPENDIX

Correction of Spatially Variable Azimuthal
Displacement Errors

Correcting for azimuthal displacement errors is some-
what common with mobile radar datasets and can even
be necessary with fixed-position radars. Some azimuthal
displacement errors can be corrected using ground clut-
ter (Rico-Ramirez et al. 2009) or the radiation emitted
by the sun (Arnott et al. 2003; Muth et al. 2012). How-
ever, the unique aspects of the azimuthal displacements in

the 4 September 2018 RaXPol dataset required a new
technique.

Azimuthal displacement errors that vary between scans will
cause apparent perturbations in the azimuthal velocity of a ra-
dar echo in a polar coordinate system centered on the radar. If
the true azimuthal advection speed is known (even coarsely)
and the deviations from the that speed}which are largely due
to the erroneous azimuthal shifts}can be determined, the
azimuthal displacements can potentially be corrected. This is
the premise of the azimuthal displacement correction technique
developed for the RaXPol dataset.

The radar echo’s azimuthal velocities are calculated
from the Cartesian pattern translation velocities retrieved
by the Shapiro et al. (2010) spatially variable advection
correction routine. This technique requires the input data
to be on a Cartesian grid, so a Cressman filter (Cressman
1959) with a 400-m Cressman radius was used to put the

FIG. A1. Azimuthal displacements evident in the RaXPol data in consecutive scans. Areas with reflectivity greater
than 25 dBZ at (a) 2112:11 (blue) and 2112:41 (orange), (b) 2112:41 (blue) and 2113:11 (orange), (c) 2113:11 (blue)
and 2113:41 (orange), and (d) 2113:41 (blue) and 2114:11 UTC (orange) from the 18 RaXPol PPI scans.
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data from every PPI scan on a 125-m grid. Then, for each
elevation angle, the pattern translation components be-
tween consecutive scans were found for the entire RaXPol
data collection period using the Shapiro et al. (2010) pro-
cedure. The true pattern translation components are not
known; however, the randomness of the displacement er-
rors suggests that the mean pattern translation compo-
nents from a large number of sweeps should lead to a rea-
sonably accurate estimate of the pattern translation
components. For the 4 September 2018 RaXPol dataset,
the pattern translation is roughly uniform in both time
and space, so the pattern translation components for the
entire data collection period is used to calculate the
mean. For a more complex storm environment with vari-
able storm motion, smaller averaging windows would
need to be used.

Once the Cartesian pattern translation components are
retrieved, they are converted to the radial and azimuthal

pattern translation components for the polar coordinate
system centered on the radar. The perturbation azimuthal
velocity is calculated by subtracting the local azimuthal ve-
locity computed from the mean pattern translation compo-
nents from the local azimuthal velocity of each sweep.
From these perturbation azimuthal velocities, the displace-
ments can be calculated by first calculating perturbation an-
gular velocity and then multiplying the perturbation angular
velocity by the time between volume scans. The last step
before correcting the displacements is to calculate a 158
azimuthal mean of the displacements centered on each
azimuth in the sweep. The 158 mean displacements are used
for the final correction to prevent large distortions in the
spacing between azimuths.

The correction of the displacements starts with the sec-
ond sweep for each elevation scan and proceeds sequen-
tially. If the previous sweep’s displacement for a particular
azimuth was of the opposite sign, the previous sweep’s

FIG. A2. Areas with reflectivity greater than 25 dBZ for same scans as in Fig. A1, but after the azimuthal
displacement correction.
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correction is subtracted from the current sweep’s correction
to account for the calculated displacement actually repre-
senting the data shifting back to their correct position. This
prevents overcorrection. Then, for the next sweep, the sign
of the previous displacement does not matter for the correc-
tion since the displacement should be a shift from the true
location. The procedure continues until all sweeps are
corrected.

This correction technique reduces but does not completely
eliminate the displacements errors (Figs. A1, A2). The suc-
cess of the displacement correction is largely dependent on
the accuracy of the pattern translation components retrieved
from the advection correction procedure. Inaccurate advec-
tion correction results can occur due to solution nonunique-
ness, or due to small gradients in the reflectivity in the direc-
tion of the pattern translation vectors. Additionally, since
each elevation scan was corrected independently, the quality
of the correction can vary for each elevation scan in a vol-
ume. Overall, this technique is most successful at reducing
the largest displacements where the precision of the advec-
tion correction technique is less important. The technique
shows promise with this dataset though, the advection speeds
appeared to be largely independent of height and location
based on inspection of the reflectivity imagery. It is unknown
if the correction will be as successful for more complex
datasets.
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